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 Photocathodes are devices where electrons are emitted upon illumination by a light 

source.  This dissertation investigates how optical resonances can be used to increase the 

efficiency of both metal and semiconductor cathodes.  We theoretically investigate the use of 

interferences via surface plasmons created on subwavelength gratings of aluminum 

photocathodes.  Aluminum is used because it can have plasmon resonances at energies above 

the work function, which gives it a higher efficiency than gold or silver plasmonic cathodes.  

We predict that plasmonic cathodes could have a ~30x improvement over non-resonant 

aluminum cathodes and should be substantially more efficient than the currently used Cu 

cathodes.  We also investigate the use of interferences to enhance the efficiency of thin film 



11 

 

semiconductor cathodes.  We find that typically used substrates, such as metals (steel, 

molybdenum, silicon), silicon, or glass, are not expected to show strong interference effects. 

We find that silver, gold, and aluminum backed photocathodes should show interference 

effects which could increase the efficiency of cathodes by as much as 30% over bulk 

photocathodes, and even greater enhancement for thinner cathodes, particularly as compared 

to current commonly used substrates. 
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Photoemission Theory and Materials 
Motivation 

Photocathodes are devices where electrons are emitted upon illumination by a light 

source.  They have many applications, such as optical sensing, high power electronics, and as 

electron sources [1], [2].  Photocathodes are often used as the electron source for linear 

accelerators (linacs), due to the stringent requirements of the beam. Photocathodes used in 

accelerators typically are typically used in very different conditions from most optical devices 

and have specific requirements that are also uncommon due to how the initial electron 

emission affects the properties of the electron (or subsequent x-ray, etc.) beam.  

Quantum Efficiency 

Photocathodes used in accelerator applications are typically evaluated on a 

combination of properties, which typically describe one of two properties: the intensity of the 

beam, and the (temporal/spatial/energetic) variation or spread of the beam. The methods in 

this thesis are largely focused on increasing the intensity of the beam.  

Beams in accelerators are typically bunched, and the total bunch charge is an 

important parameter in accelerator design and applications.  The total bunch charge is a 

function of the electron source and how it is operated, as well as the accelerator design.  A 

more common quality measure for electron sources is the beam current, or quantum 

efficiency.  The beam current is a measure of the current from a photocathode under specific 

illumination conditions (light wavelength, intensity, pulse structure) and RF conditions (RF 

field intensity, pulse structure, etc.).  The final quality factor related to the intensity of the 

beam is the quantum efficiency, which is the ratio of emitted electrons to incident photons.  
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The quantum efficiency is a useful quality parameter because it is a material/device property, 

rather than a beam property and can thus be easily extended to describe a wide variety of 

potential operating conditions.  However, it cannot be directly used to design and simulate 

beam properties in an accelerator, and quantum efficiency requirements for a particular 

application must be back calculated from current and charge requirements.  Quantum 

efficiency is typically measured under low field conditions which assume that the 

photoemission current, I is linearly proportional to the quantum efficiency and nothing else.  

Under these conditions, and assuming a CW light source and field, the quantum efficiency 

can be calculated from the current via equation 1. 

 
𝑄𝐸 =

𝐼ℎ𝑐

𝑃𝑖𝑛𝜆
 

1 

 

where h is the Planck constant in eV, lambda is the wavelength of the light, c is the speed of 

light, I is the photoemission current, and Pin is the input power in watts.  

Photoemission theory 

Photoemission is typically modeled using a 3 step process.  The 3 step model, first 

developed by Spicer, separately models the processes of absorption (electron excitation), 

electron transport through the material, and transmission/reflection of the electrons at the 

surface [3]–[5].  The Spicer model has been improved substantially, most notably by Dowell 

[6], [7] and Jensen [8].  These models, while often using substantial simplifications about 

properties such as band structure, geometry, surface conditions, etc.  are useful both as a basis 

for more complex simulations and to understand fundamental tradeoffs when optimizing the 
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photoemission process.  Below is an example of how such terms are combined [9], slightly 

modified from Dowell’s 2006 paper: 

 𝑄𝐸𝑝𝑙𝑎𝑛𝑒 = 𝐴(𝜆) ∙ 𝜂 ∙ 𝐹𝑒−𝑒(𝜆) ∙ 𝑃𝑜𝑙𝜃 ∙ 𝑃𝑜𝑙Φ 2 

A and η describe the absorption process, 𝐹𝑒−𝑒(𝜆) describes the electron transport, and 𝑃𝑜𝑙𝜃 

and 𝑃𝑜𝑙Φ describe the emission/reflection at the surface. 

Absorption 

The absorption is typically related to the reflectivity R(λ), through:  

 𝐴(𝜆) = 1 − 𝑅(𝜆) 3 

where R(λ) is the bulk reflectance, which can be calculated analytically using Fresnel’s 

equations.   

Assuming normal incidence, this results in equation 4, where n and k are the real and 

imaginary parts of the refractive index of the metal, and are related to the dielectric constant, 

ε= εr+ iεi through equations 5 and 6.  

 
𝑅 =

(𝑛 − 1)2 + 𝑘2

(𝑛 + 1)2 + 𝑘2
 

4 

 𝜀𝑟 = 𝑛2 − 𝑘2 5 

 𝜀𝑖 = 𝑛𝑘 6 

This assumes that the cathode is infinitely thick.  This is typically appropriate for metals.  

Most metals are highly reflective/absorptive, as can be seen from the optical constants in 

Table 1.  As a result, most metals under illumination in the visible light/low UV (~600nm-

250nm) become “infinitely thick” within a few hundred nanometers, which is much thinner 

than most photocathodes.  It may become significant however, if the cathodes are made by 
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sputtering or evaporation onto a different substrate, as evaporated and sputtered films are 

often very thin, and may become rougher if made very thick.   

Table 1: The refractive index of metals that are typically used as substrates for photocathode 

films[10][11] 

Substrate metal Refractive index  

532nm 405 nm 355 nm 266 nm 

Al    0.9 + 6.0i  0.5+4.8i 0.3+4.2i 0.2+3.1i 

Ag  0.2 +3.1i  0.1+1.9i 0.2+1.3i 0.8+1.5i 

Au  0.5 +2.1i  1.5+1.8i 1.6+1.8i 1.6+1.9i 

Cu  0.8 +2.5i  1.3+2.3i 1.2+1.9i 1.5+1.7i 

W  3.5 +2.7i 3.2+2.5i 3.2+2.5i 2.8+2.6i 

 

The assumption that the cathode is infinitely thick is less likely to be the case for 

semiconductor cathodes.  Most semiconductor photocathode films in usage are of the order of 

10 nm - 50 nm thick[12]–[15][12], [14], [16], [17].  Given the skin depths shown in Table 2, it 

is likely that most cathodes are not infinitely thick.  The implications and consequences of this 

will be further described in the Interference Photocathodes section.   

Table 2: Optical constants of various commonly used photocathode films: (i) 

Cs3Sb[18][19][8], (ii) K2CsSb[13], [20], (iii) Cs2Te[21], and (iv) the multi-alkali S20 
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photocathode[13], [22]. The computed electromagnetic skin depth values at the respective 

wavelengths 

Cathode 

Material 

Refractive index  

(skin depth) 

 532 nm  405 nm  355 nm  266 nm 

Cs
3
Sb 3.3 +0.9i  

(44 nm) 

2.1+1.7i   

(19 nm)  

1.3+1i 

(28nm) 

 

K
2
CsSb 3.2+0.8i  

(52 nm)   

2.2+1.2i   

(27 nm)   

1.6+1.3i 

 (21 nm)   

 1.3+0.6i 

 (34 nm)  

Cs2Te 
   

0.8 +0.8i 

 (28 nm)  

  

S20  2.9+0.4i  

(106 nm) 

2.8+0.6i  

 (57 nm)  

2.2+0.2i  

(128 nm)  

2.1+0.1i  

 (163 nm)  

 

Density of States  

The absorption, and spatially resolved absorbed energy distribution determine the 

location and number of excited electrons.  It does not specify the energy or momentum of 
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those electrons. The density of states of a material determines the energy distribution of the 

excited electrons.  This is essentially because according to Fermi’s Golden Rule, the 

probability of an excitation event is proportional to the number of states in each occupied 

energy level multiplied by the number of states in the unoccupied level that it would transition 

to. The continuous nature of the density of states results in an energy distribution of excited 

electrons [5], [18].   

Of the total number of excited electrons, only a fraction that have adequate energy to 

overcome the effective work function (φeff, after taking into account the Schottky barrier 

induced lowering[19]) between the metal and the vacuum need to be considered. It is common 

to assume a flat density of states D(E) to get an expression for QE with an analytical solution. 

This results in equation 7, given the energy level (E) occupancy of the electrons which is 

given by the Fermi-Dirac distribution function, fFD(E). 

 

  
𝜂 =

∫ 𝑓𝐹𝐷(𝐸)𝐷(𝐸)[1 − 𝑓𝐹𝐷(𝐸 + ℏ𝜔)𝐷(𝐸 + ℏ𝜔)]𝑑𝐸
∞

𝐸𝐹+𝜑𝑒𝑓𝑓−ℏ𝜔

∫ 𝑓𝐹𝐷(𝐸)𝐷(𝐸)[1 − 𝑓𝐹𝐷(𝐸 + ℏ𝜔)𝐷(𝐸 + ℏ𝜔)]𝑑𝐸
∞

𝐸𝐹−ℏ𝜔

 

7 

The limits correspond to electrons being excited from at/near the Fermi energy (EF) with 

allowance for the energy provided by the incoming photons (of energy ħω). Equation 7 

reduces to equation 8 if D(E) is constant between the limits of integration.  

 𝜂 = (ℏ𝜔 − 𝜙𝑒𝑓𝑓) ℏ𝜔⁄  8 

This assumption is a good first order approximation for metals, for which the square 

root dependence of the DOS may be approximated as constant at high enough energies.  This 

model is too simplistic for semiconductors but can be easily modified to effectively model 

semiconductors by replacing the constant DOS with a DOS derived from a basic band model. 
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In general, the bandgap present in semiconductors can increase QE by reducing the fraction of 

optical transitions which result in excited electrons with an energy below the vacuum level.  

The lack of states in the bandgap can also prevent certain types of scattering events, such as 

electron-electron scattering, also increasing QE. This effect becomes stronger as Eg/Ea 

becomes higher [4], [20], [21].   

More complex photoemission models have been derived which explicitly use the band 

structures of materials and quantum models of absorption to determine the optical transitions 

and excited electron distribution[22], [23]. These models are substantially more complex than 

3 step models, which could make them more accurate, as well as potentially making 

predictions without any experimental data required.  

Electron Transport 

 The photons penetrate the material to an average distance corresponding to the 

electromagnetic skin-depth (ls). The excited electrons are isotropically excited at a depth “r” 

below the surface.  A fraction of these electrons move toward the metal-vacuum interface, 

during which a further proportion is lost to scattering by electron-electron scattering (with an 

energy dependent mean free path: λe-e (E), and/or electron-phonon scattering. For electrons 

excited in metals, electron-electron scattering is dominant, and electron-photon scattering can 

be ignored.  The fraction of electrons that do survive and reach the surface may be taken to be 

proportional to r and is given by:  

 
𝑓(𝑟, 𝐸, 𝜆, 𝛼) =

1

𝜆𝑜𝑝𝑡
𝑒
−𝑟(1 𝜆𝑜𝑝𝑡(𝜆)

⁄ +1 𝜆𝑒−𝑒(𝐸)cos⁡(𝛼)
⁄ )

 
9 
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 The α indicates the angle made by the electron mean free path in the metal with the 

surface normal and 𝜆𝑒−𝑒(𝐸)cos⁡(𝛼) indicates the distance between the point at which the 

electron is excited and the nearest surface. It has been indicated that one can reasonably put 

𝜆𝑒−𝑒(𝐸)cos⁡(𝛼) as a constant: Fe-e. Such an assumption ignores the angular and energy 

dependence of the scattering and is equivalent to assuming a relatively constant mean free 

path. A justification was the minimal influence on the net QE.  Consequently, the net 

probability of an electron reaching the surface without scattering, normalized by the expected 

photon penetration length (𝜆𝑜𝑝𝑡, the intensity skin depth defined in equation 11: Fe-e (λ), 

which modulates the net QE is given by: 

 
𝐹𝑒−𝑒(𝜆) = ∫ 𝑓(𝑟, 𝜆)𝑑𝑟

∞

0

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

= ∫
1

𝜆𝑜𝑝𝑡
𝑒
−𝑟(1 𝜆𝑜𝑝𝑡(𝜆)

⁄ +1 𝜆𝑒−𝑒(𝐸)cos⁡(𝛼)
⁄ )

𝑑𝑟
∞

0

 

=
1

1 +
𝜆𝑜𝑝𝑡
𝜆𝑒−𝑒

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 
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 𝜆𝑜𝑝𝑡 = 𝜆 4𝜋𝑘⁄  11 

For semiconductors, a similar approach can be taken as a first approximation.  Instead 

of considering λe-e to be an electron scattering length, it can instead be considered to be a more 

general escape length.  This is more appropriate for semiconductors, for which multiple types 

of scattering may be significant [8], [24].  In addition, the energy lost per scattering event is 

typically substantially lower than that of electron-electron scattering.  As a result, electrons in 

semiconductors can often be scattered multiple times before being emitted, increasing both 

the quantum efficiency and the response time [4], [16], [25]–[30].   
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The assumption that scattering occurs isotropically is somewhat challenging, as many 

authors have claimed that most electron scattering events are not isotropic [18], [31]–[33].  

More accurately modelling this from a physics perspective is challenging however, both due 

to the dependence of many scattering mechanisms on band structure and crystal orientation, 

as well as a general lack of data on elastic scattering events, which may be more likely to be 

isotropic.  As a result, assuming isotropic behavior is a reasonable first approximation.  

Electron transmission at the surface 

The probability of electron emission from the assumes a barrier that exists only in the 

direction perpendicular to the surface. As a result, only the perpendicular component of the 

energy/momentum is evaluated when determining whether the excited electrons have 

sufficient energy.  Further, the 3 step model assumes complete electron emission/transmission 

for energies greater than the barrier, and complete reflection for those with energy less than 

the barrier.  Reflected electrons are ignored in most metal models, because the dominance of 

electron-electron scattering means that any scattering event would reduce the energy of the 

electron too much for subsequent electron emission to be possible, even if the electron 

trajectory was perfectly normal to the surface. 

Only a fraction of the angular distribution of excited electrons of the total possible 

angular range will be emitted (which is 0 < θ < π, for the polar coordinate, and 0 < Ф < 2π, for 

the azimuthal counterpart). For a flat surface, the polar and azimuthal components can be 

considered independently.   The polar fraction of emitted electrons would be the ratio of those 

with sufficient angular momentum perpendicular to the surfaced divided by the total angular 
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momentum range. The emitted electrons are considered through an integral of the following 

form[6]:   

    

 

𝑃𝑜𝑙 = ∫ sin(𝜃) 𝑑𝜃
𝑐𝑜𝑠−1(√

𝐸𝐹+𝜑𝑒𝑓𝑓

𝐸+ℏ𝜔
)

0

 

12 

Such a value of θmax is in accord with the emission of electrons perpendicular to the surface,  

 
√2𝑚(𝐸 + ℏ𝜔)cos⁡(𝜃) ≥ √2𝑚(𝐸𝐹 + 𝜑𝑒𝑓𝑓) 

13 

 

If the electrons were emitted over all the possible angles, then: 

  
𝑃𝑜𝑙𝜃𝑚𝑎𝑥 = ∫ sin(𝜃) 𝑑𝜃

𝜋

0

 
14 

 The ratio of 12/14 would then give the emission efficiency with respect to the polar 

emission of electrons, as: 

  𝑃𝑜𝑙𝜃 = 𝑃𝑜𝑙 𝑃𝑜𝑙𝜃𝑚𝑎𝑥⁄  15 

The azimuthal electron emission probability, i.e., PolF  is assumed to be unity.  

 The net QE of an un-textured/plane surface, QEplane, is equal to the product of the 

expressions listed in Equations 3,7,10, and 15, and is given by equation 2. 

Metals vs semiconductors 

  Both metals and semiconductors are commonly used as cathode materials.  While 

many of the tradeoffs can be determined through a comparison via the 3 step model, there are 

some important differences between typically used metals and typically used semiconductors 

which cannot be derived solely from this analysis.  Specifically, most semiconductors used for 
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photoemission are alkali antimonides, or similar photocathodes.  Specifically, they are 

compound semiconductors, with at least one alkali constituent, which is most commonly 

cesium.  Examples include Cs3Sb, K2CsSb, Cs2Te, CsI, and Na2KSb.   

The use of alkali metals, particularly cesium results in a reduced work function which 

increases the QE.  However, alkali metals are also highly reactive.  As a result, these cathodes 

can must be made and operated under very high vacuum, and still have very short lifetimes, 

on the order of tens of hours.  Reproducibility and thermal stability are also challenges.  In 

addition, most semiconductor photocathodes are thin films in usage are of the order of 10 nm 

- 50 nm thick[12]–[15][12], [14], [16], [17], with larger thickness being used for higher 

absorption due to presumed reduced influence of grain boundaries, without much quantitative 

rationale[16].   

Historically, stainless steel, tungsten and various glasses were common substrate 

materials[15], [34]–[36] .  Silicon has recently become a very popular substrate material due 

to its low surface roughness.  Some metal substrates, in particular Cu, cannot be easily used as 

substrates, particularly using the older sequential evaporation technique, as the Cu alloys with 

Sb, preventing formation of a semiconductor cathode[37], [38] .    

 Metal cathodes typically used include most metals typically used in accelerator 

fabrication, such as tungsten, stainless steel, copper, niobium, lead, and molybdenum.  They 

are typically polished, and cleaned, but no additional special treatments are typically applied.  

As a result, they are fairly stable, and are considered to have an nearly infinite lifetime, 

though aging and degradation does occur over a time period of months-years [1].   
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Optical and photoemission simulation 

methods 
Optical simulations 

Finite element EM simulations were used, specifically the RF module of COMSOL® 

Multiphysics to determine the excited electron distribution.  The RF module of Comsol solves 

a wave equation, which is needed to get accurate excited electron spatial profiles both in 

nanostructures and thin film photocathodes. Light enters and exits the simulation through a 

port boundary condition at the top, which permits the calculation of S parameters, as well as 

reflection and transmission.  Infinite boundary conditions are applied on the sidewalls, which 

simulates an infinite array of nanostructures, or an infinitely large thin film.  These boundary 

conditions are appropriate for cathodes, which typically have an area of mm2 to cm2, much 

larger than a unit cell.  The bottom boundary condition is typically perfect electric conductor 

boundary condition, i.e. E=0.  This is accurate so long as the fields have sufficiently decayed 

before reaching the boundary.  This can be validated by confirming that the reflection, and 

absorbed energy are not changed if the thickness of the substrate is changed.   

Fields from the electron gun (both DC and RF) are modeled as DC fields on a perfect 

conductor.  This is for several reasons.  First, since the frequency of most RF guns is a few 

GHz, the wavelength of any RF field is on the order of tens of centimeters [1], [39]–[44].  

Given that the size scales of the nanostructures are on the order of nanometers, and the 

photoemission process occurs over femtoseconds to picoseconds, the entire nanostructure sees 

uniform fields in time and space, making a DC approximation valid.  Further, during 

simulation validation of metals using structures with analytical solutions such as spheres and 
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plates of finite thickness, we found that solutions using perfect conductor boundary conditions 

resulted in more accurate solutions, likely because it eliminated error from simulating the 

fields inside the metal.    

Grating simulations have rounded corners with a radius of curvature of 1 nm.  

Applying a rounded corner does not substantially affect the absorption/reflection.  It does 

substantially change the field profile near the surface and is required to get a surface field 

intensity that is independent of mesh density.  Rounding the corners is a common way to 

achieve this, and 1 nm is the most common radius of curvature [2], [45].   

Photoemission simulations 

  The photoemission simulations  used are in-house developed MATLAB® code, 

derived from Dowell’s 3 step model [46] . The same mesh is used for the photoemission 

simulations and the Comsol EM simulations.  As a result, the mesh is nonuniform with 

varying mesh sizes and density, with higher densities near the surface and near geometric 

features. With regard to mesh limitations, it must be ensured that (a) the mesh size be smaller 

than ~ 0.1 λlaser, to accurately resolve the EM fields, and (b) that the mesh density for the 

EM/optical simulations be at least as dense as the PE mesh, to minimize sensitivity.  We 

found that a maximum mesh size in the vicinity of 0.5 nm was sufficient to result in flat QE 

sensitivity of less than 10%.  The absorbed energy distribution was obtained through the 

absorbed power per volume from the EM simulations.   
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Figure 1: A schematic indicating the parameters used for understanding the influence of 

surface texture. Engineering the mutual influence of the width: w, height: h, and the period: d, 

could result in a substantial enhancement of photon absorption and resulting QE. 

 

Modifications to the 3 step model 

 We modified the equations 2-15, stated for the QE of a flat surface, to be correct for 

nonuniform surfaces applied at the level of a unit mesh element. Taking the case of equation 

2, the macroscale absorbance A(λ) was replaced by the absorbed power per unit mesh 

element, normalized to the input power, Pin.  The f (r,E,l,a ) - see equation 9, which 

considers the fraction of photo-excited electrons below the surface, per unit optical skin depth 

is a measure of the absorption as well (note that the form of f is that of the Lambert-Beer law). 

The consequent probability of that an electron reach the surface without scattering is modified 

to: 
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𝐹𝑒−𝑒(𝜆) = ∑ ∑ ∑ 𝑒
−𝑟(𝜃𝑒,Φ)[

1
𝜆𝑒−𝑒
⁄ ]

𝑟=∞

𝑟=0

𝜃𝑒=𝜋

𝜃𝑒=0

Φ=2𝜋

Φ=0
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Here, the exp (-r/λe-e) is considered at the individual element level through emission 

over the entire range of θ and Ф. The electron scattering angle within the element is written as 

θe and maybe distinct from the θs – the polar angle of emission (from equation 12) for non-flat 

surfaces. Such a modification also enables estimation of electron emission from multiple 

surfaces. A similar summation over θs and Ф was done to calculatePolq and PolF  at the 

individual element level. The volume of the mesh element serves as a normalizing factor for 

the modified QE estimation. 

 The final consequence of the 2D structure is that the terms are no longer independent, 

and that each mathematical operation must be applied before summing in θ, Φ, x, y, z.  So, 

while flat models can be written in the form of equation 8, where each term is independent 

and has a known, integratable form  

 𝑄𝐸 = 𝜂 ∫ dA(λ)dy
𝑦1

𝑦0
∫ 𝑑(Fe−e)dy ∫ d(Polθ)

θ1

θ0
dθ⁡ ∫ d(PolΦ)dΦ

𝚽𝟏

𝚽𝟎

𝑦1

𝑦0
  17 

our model has the form in equation 18.  The integrals have been replaced by sums, as 

discussed above, because we are no longer guaranteed known, integratable expressions for 

each term for an arbitrary geometry.  Similarly, equations 2 and 17 assume that a given y 

value will always result in the same distance from the surface, and that given θ, Φ values will 

always result in the same angle with respect to the surface.  This allows each term to be 

considered independently but is clearly not always the case for a structured surface. Thus, 

equation 18 mimics the behavior of a discretized group of electrons by applying each of the 

steps in the model before summing.   



27 

 

 𝑄𝐸 = 𝜂∑ ∑ ∑𝑑𝐴 ∗ 𝑑𝐹𝑒−𝑒 ∗ 𝑑

Φ
𝜃𝑥,𝑦,𝑧

𝑃𝑜𝑙𝜃 ∗ 𝑑𝑃𝑜𝑙Φ 
18 

This means that strictly speaking, there is no one value that can accurately describe the 

contribution of Polθ, PolΦ, A(λ) or Fe-e to the overall photoemission behavior, since the terms 

are interdependent.    
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Simulations of plasmonic gratings for 

photoemission 
We consider incident photon illumination with an energy that is larger than that of the 

work function of the metal. Typically, the values of the work function (φ) are not precisely 

known and vary strongly with the surface condition and crystal orientation. We considered, 

photons of wavelength (λ = 250 nm, with energy ~ 4.96 eV) incident on two metals, i.e., Al 

(with φ =4.1 eV) and Cu (with φ=4.3 eV). 

Mechanisms for Plasmon Enhanced Photoemission 

Strong absorption of light in a planar two-dimensional grating with grooves that are 

strongly sub-wavelength (almost by two orders of magnitude) in height (h) and width (w), has 

been considered [47]. These structures are interesting for several reasons.   

First is that the enhanced absorption and surface fields.  The enhanced surface fields 

are interesting both from an electron acceleration perspective, but also because sufficiently 

intense surface fields could also reduce φeff, providing an additional source of QE 

enhancement.  Both enhanced absorption and surface fields are common features of plasmon 

resonances.  However, plasmonic gratings with dimensions on the order of the wavelength of 

light, such as the typical grating coupling, have a very strong angular dependence on the 

absorption/reflection.  Resonances typically occur at relatively high angles, 40-70°.  Both the 

sharpness of the resonance with respect to angle and the high angles required may be 

challenging for use in accelerator applications, which typically use angles near normal 

incidence (~10°) and may have limited abilities to tune or specify the incidence angle.  This is 

because cathodes are typically inside an RF cavity with few and small windows, and due to 
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limited space as a result of additional diagnostic equipment, etc. needed for accelerator 

functioning.   

With these subwavelength gratings, the increased absorption was ascribed to the 

excitation of a resonance condition, coupled to surface plasmon polaritons (SPPs) in the 

electrostatic regime, where the plasmons are not allowed to penetrate significantly into the 

material, i.e., to less than that of the usual optical skin depth. The analytical solution for the 

modified skin depth: λmod, was derived to be:  

 
𝜆𝑚𝑜𝑑 = 𝜆𝑜𝑝𝑡√

𝜀

𝜀 − 1
[−Γ + √Γ2 + 1] , Γ =

𝜆𝑜𝑝𝑡

2𝑤√𝜀(𝜀 − 1)
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A lowered skin depth (λmod) of the SPPs would result in greater excitation efficiency but is not 

directly correlated higher absorption.  The derivation of equation 19 for the λmod was based on 

the exact eigenfunction solution for square wave gratings[48], assuming that the period, d of 

the grating was very large, that w was small enough for the SPPs on each side to interact, and 

a normal laser angle of incidence. Moreover, it was also assumed that the imaginary part (εi) 

of the dielectric constant (ε) was much smaller compared to the real part (εr). This is true for 

aluminum, which has a dielectric constant at 250 nm, εAl = -8 + i  [49] 

However, such assumptions may not always be realistic for practical application.  r Cu 

in Eqn. (6b). For example, the dielectric constant of Cu with an incident laser illumination at 

250 nm is ε Cu = -0.75 + 5.25 i [49].     

Consequently, while analytical relations may be derived under specific 

approximations, the understanding of the response of realistic textured surfaces requires 

extensive EM simulations. It is unclear whether this model will be qualitatively accurate for 
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Cu given this limitation.  Such considerations are in view of the complex inter-relationships 

between the number and the nature of the electron emitting surfaces, as well as the 

concomitant EM field interactions. The resultant three-dimensional field interactions may 

influence each of the terms in equation 2, and hence the QE as well.  

 Another attribute of surface texture that could substantially contribute is the presence 

of electron emitting surfaces, a feature that is conspicuously absent in flat surfaces. Enhanced 

electric fields at the corners may also aid in the electron emission. However, such effects may 

also be quenched, e.g., in a square grating where electron emission may just be between the 

two sidewalls.  Indeed, it was found in the simulations that more than one emitting surface 

was necessary for energy conservation. 

Estimates of Upper limits of Plasmon Enhanced Photoemission 

 While likely quantitatively inaccurate, equations 2-17 can be used to determine 

potential areas of improvement and derive maximum values for the QE enhancement. Table 3 

gives analytical values of A(λ), Fe-e, Polθ PolΦ, η for flat Al and Cu using equation 4 assuming 

a laser wavelength of 250 nm.  Rough estimates for the maximum QE possible for a grating 

for Al and Cu at 250 nm can be derived assuming the following: η is unchanged by the 

grating, the maximum value for A(λ) and Fe-e is 1.  Since the grating ridges have 3 flat sides, 

the maximum enhancement of Polθ PolΦ is 3.  This results in a maximum normalized QE of 

113 for Al and 13.5 for Cu.   
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Table 3: Constants and components of quantum efficiency for Al and Cu at 250 nm. A(λ) is 

calculated with equations 3 and 4, Fe-e is calculated using equation 10, η is calculated using 

equation 8 and Polθ PolΦ is calculated using equations 12-15 with PolΦ assumed to be 1. 

Property  Flat Al  Flat Cu  

EF 11.7 [50] 7 [50] 

Work function 4.1  [51] 4.31[6] 

λe-e 4 nm [52], [53] 5.5 nm [6] 

A(λ) .074  .66  

Fe-e .36  .33  

Η .1734 .1309 

Polθ PolΦ .00131  .00138  

QE  6e-05  7.28 e-4  

 

Optical and Photoemission Simulation Results 

 While Al is a more ideal plasmonic material, Cu is much more commonly used.  This 

is likely due to its higher QE, which is largely a result of its higher A, which is .64 at 250 nm 

compared to .07 for Al. Many of the other parameters are similar for both the metals, e.g., (i) 

the λe-e for Al is 6 nm[52], [53], while the λe-e for Cu is 4 nm, and (ii) the Fermi energy[50] 

(EF) for Al is 11.7 eV, while the EF for Cu is 7 eV.  

Thus, while Al is a better modeling prototype, similar simulations could also have 

practical applications understanding the effects of nonperfect surfaces of currently used 

cathodes. Figure 2 shows the absorbance spectra of 36 Al gratings, with the characteristic 
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resonant peaks.  Figure 3 plots the normalized quantum efficiency in the same configuration, 

showing that the absorption enhancement is the dominant enhancement mechanism for Al, 

given the nearly identical profiles.  The peak locations are in the locations predicted by Le 

Perchec and occur at the fixed h/w ratio where the vertical sidewall plasmons couple with a 

Fabry-Perot resonance.  Figure 4 confirms the linear dependence of QE on absorption and 

shows the predicted QE by using A(λ) in Dowell’s model, as well as using A(λ) and λmod in 

Dowell’s model. Doing this accurately reproduces the features of the curve, but underpredicts 

QE due to the inability of the surface model to incorporate interaction and multisurface 

affects.      

 

 

Figure 1: Dependence of the absorption: A (λ=250 nm) for textured Al surfaces as a function 

of the ridge width (w) and height (h), where peaks in the absorption seem to occur at similar 

h/w ratios 
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Figure 2: The enhancement of the QE for textured Al surfaces compared with that of planar 

surfaces as a function of w and h 

 

Figure 3: A comparison of the computational simulations (sim: triangles) to the analytical DM 

(circle) predictions—equation 2 and that of the Dowell model combined with Le Perchec’s 

considerations [47]: equation 19, (DM+P: squares) 

   Similar, less dramatic curves are possible for Cu.  Figures 5 and 6 shows the 

absorption profile and QE profile of Cu, confirming again that absorption is the dominant QE 
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enhancement mechanism.  Figure 7 shows that given a real A and w values, the flat model can 

reproduce the features of the simulated curve, but this time overpredicts the QE. 

 

Figure 4:  Dependence of the absorption: A(λ=250 nm) for textured Cu surfaces as a function 

of the ridge width (w) and height (h) 

 

Figure 5: The enhancement of the QE for textured Cu surfaces compared with that of planar 

surfaces for Copper (λ=250 nm) as a function of the grating geometry (w and h), illustrating 

dependence of QE on A(λ) 
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Figure 6: A comparison of the computational simulations (sim: triangles) to the analytical DM 

(circle) predictions—equation 2 and that of the Dowell model combined with Le Perchec’s 

considerations [47]: equation 19, (DM+P: squares) 

One plausible question is the degree to which these trends above are created due to the 

effects of the corners, rather than surface plasmons.  In both Cu and Al, increased QE is 

correlated with a decreased fraction of total photoemission coming from the corners. Higher 

photoemission and lower photoemission from corners are associated with regimes where the 

SPP-Fabry Perot resonance is present.  This is partially because as h decreases, the relative 

volume near corners increases.  In addition, most of the Fabry-Perot resonances are expected 

to occur at relatively high h values.  Thus, this is in line with expectations.  The fact that the 

fraction of emission from corners increases substantially as the geometric parameters shift 

away from this resonance is a good check and indicates that the increased QE is not solely due 

to enhanced absorption in the corners, which could occur without a plasmon resonance.  The 

differences between the behavior of Al and Cu also gives insight on how material properties 

can change the overall sensitivity to corners. Overall, the field distributions, and 

photoemission of Cu are less sensitive to the geometry than Al.  For an identical geometry, 
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the photoemission of Cu tends to have a lower fraction coming from the corners.  It also has a 

much lower absorption enhancement and a larger fraction of photoemission from the top and 

bottom of the gratings, which are not affected by the Fabry Perot-SPP resonance.  Thus, Cu is 

less affected both by the corners, and the resonance which, when active, mitigates the affects 

of the corners. 

 

Figure 7: Average QE for aluminum vs the fraction emission from corners.  QE is averaged 

over all 36 simulated Al geometries and put into .1 fraction emission buckets 

 Further, while the simulations attest to the complexity of predicting QE behavior, they 

also give insight into general guidelines for optimizing metal structures for increased QE.  

First, since absorption will likely dominate the enhancement, only structures that have shown 

high absorption in EM models should be considered.  Second, subwavelength gratings with 

dimensions on the order of the electric field skin depth should have higher photoemission than 

larger gratings.   



37 

 

This is due to 2 reasons. The first is that this is the regime in which electrostatic 

plasmons are possible, resulting in a reduced λe-e and increased Fe-e.  The second is that these 

dimensions are small enough for some electrons on the ridges of the gratings to emit to 

multiple surfaces, increasing Polθ PolΦ .  Since both effects occur at the same size regime, it is 

difficult to separate the affects, particularly given the interaction term. However, at gratings 

with dimensions much larger than the electric skin depth (2λopt), both affects disappear.  The 

effect on λe-e disappears due to the requirement for small w (<15 nm for Al, <40 for Cu) and 

the requirement that d be subwavelength but larger than the field skin depth.  The 

enhancement to Polθ PolΦ decreases because as the dimensions of the grating increase, the 

electrons from a given differential volume element become more and more likely to scatter 

before they see multiple surfaces, and the grating surface appears more as a series of flat 

surfaces at different angles than as 3 variably accessible surfaces. 

The enhancement due to the subwavelength structure is confirmed by the simulations.  

For the geometries above, the maximum QE enhancement that could be attributed to 

absorption alone is 10.5 for Al and 1.3 for Cu, given a maximum A(λ) in the current 

simulations of ~.75 and .85 for Al and Cu respectively.  However, Al shows a maximum 

enhancement of ~24 and Cu shows a maximum enhancement of 2.9.  Thus, the 

subwavelength gratings improved the QE beyond by a factor of ~2.3 for Al and Cu.   

 Subwavelength gratings, with dimensions on the order of the electric field skin depth 

substantially improve the QE of Al and Cu.  This is due to plasmonic resonances; in the low 

power limit, corners are unimportant.  Even for complex structures, the terms are largely 

independent; Given these findings, it would be intriguing to further investigate the behavior of 
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small structures with a large number of surface angles, such as spherical nanoparticles.   

Small, round nanoparticles could enhance QE by increasing the fraction of total electrons with 

sufficient momentum perpendicular to the surface through having a large range of surface 

angles.  Further, round shapes have additional potential in more realistic power regimes where 

nonuniform surface fields could increase emittance substantially.  However, the plasmon 

behavior of gratings and nanoparticles is quite distinct, so it is difficult to extend these results 

to nanoparticles without extensive additional simulations. 
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Interference photocathodes 
 

Enhanced light absorption arises through carefully matching the impedance of the 

photocathode-substrate system to that of the vacuum to which electrons are emitted. We have 

observed, that absorption could be increased by an order of magnitude through proper design. 

Moreover, we find that the often-used Lambert-Beer (L-B) law may not be a reliable indicator 

of the extent of absorption in many configurations. This work focuses on reflection mode 

photocathodes, and not on transmission mode devices, as the former is most commonly used 

in accelerator applications. 

Given that flat photocathode surfaces are typically preferred: Figure 9, as rough 

surfaces increase emittance[1], it is posited that minimizing reflections at the various 

interfaces (i.e., vacuum-photocathode film, film-substrate) would be beneficial for enhanced 

photon absorption. In this context, one may consider typical anti-reflecting film characteristics 

commonly used in optical applications through the deployment of selective destructive 

interference[54]. However, the photon absorption processes, (a) for the conversion of photons 

to excite electrons in the photocathode film, and (b) in the substrate/metal, due to the 

imaginary component of the refractive index, imply the need for different design principles.   

Through a careful review of previous work[55]–[57], we hypothesized that the 

reflection of energy from the substrate and re-deposition into the photocathode - along with 

reducing transmission through the substrate, could be beneficial. In this paper, we predict 

quantitatively the specific criteria through which such benefits could be harnessed through 
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modeling characteristics of a typical low electron affinity K2CsSb photocathode film[58], at 

an incident wavelength of 532 nm. 

Analytical absorption models of a three layer (thin film) system 

In describing the photon absorption processes in a photocathode film of thickness: h, 

for facilitating subsequent photoemission into the vacuum (V), the net absorption coefficient: 

A would be related to the detailed absorption profile - a(x) through the thickness of the film 

(x) – see Figure 9 for axes orientation- by:  

 

𝐴 =⁡∫ 𝑎(𝑥)𝑑𝑥

ℎ

0

 

20 

 

 

Figure 8: A schematic of a typical photoemission system configuration indicating light 

incidence (of a specific wavelength: ) onto a photocathode film deposited on a substrate. The 

complex refractive index (𝑛̃ = 𝑛 + 𝑖𝜅) as well as the dielectric permittivity () and magnetic 

permeability () of the film and substrate are indicated  
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The materials (photocathode: PC, and substrate: S) are each described through a respective 

complex refractive index: 𝑛̃ = 𝑛 + 𝑖𝜅. Considering normal incidence of the photons (e.g., 

through laser illumination from vacuum): Figure 9, the reflection coefficients at the vacuum-

photocathode film interface (i.e., rV-PC) and the photocathode film – substrate interface (i.e., 

rPC-S) are the Fresnel coefficients[59], i.e., 

 
𝑟𝑉−𝑃𝐶 =⁡

𝑛̃𝑉 ⁡− 𝑛̃𝑃𝐶 ⁡

𝑛̃𝑉+⁡𝑛̃𝑃𝐶
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𝑟𝑃𝐶−𝑆 =⁡

𝑛̃𝑃𝐶 ⁡− 𝑛̃𝑆⁡

𝑛̃𝑃𝐶+⁡𝑛̃𝑆
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The electric field in the photocathode film is: 

 𝐸𝑦 =⁡𝐸𝑜𝑒
𝑖𝜔𝑡(1 + 𝑟𝑉−𝑃𝐶)𝑒

𝑖𝑛̃𝑃𝐶𝑘𝑥 23 

The magnetic field (Hz) could then be derived, from: 𝐻 = (−1/𝜇) ∫∇⁡𝑋⁡𝐸⁡𝑑𝑡, to be:  

 
𝐻𝑧 = ⁡−(

𝐸𝑜
𝜔𝜇𝑜𝜇𝑃𝐶

) 𝑛̃𝑃𝐶𝑘𝑒
𝑖𝜔𝑡(1 + 𝑟𝑉−𝑃𝐶)𝑒

𝑖𝑛̃𝑃𝐶𝑘𝑥 
24 

While the net power density flow into the material could be parameterized through the 

Poynting vector in the complex form[60]; (Sx) = ½ 𝐸𝑦 ∙ 𝐻𝑧
∗ where 𝐻𝑧

∗⁡is the complex conjugate 

of 𝐻𝑧, we define a differential power density (Pa) to describe the power absorption through 

the thickness of the material, as: Pa = ∇ ⋅ 𝑅𝑒(𝑆𝑥), as: 

 
𝑃𝑎 = −(

𝜅𝑃𝐶 ⁡𝑘
2⁡𝑛̃𝑃𝐶

𝜔𝜇𝑜𝜇𝑃𝐶
) |𝐸𝑜(1 + 𝑟𝑉−𝑃𝐶)|

2𝑒
−⁡𝑥 𝜆𝑜𝑝𝑡⁄

⁡⁡ 
25 

 where 𝜆𝑜𝑝𝑡 = 1/(2𝑘𝜅𝑃𝐶) and is related to a characteristic decay length of the Pa.  The 

input power (Pin), at x =0, is:  
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𝑃𝑖𝑛 = −(

⁡𝑘𝑛̃𝑣𝑎𝑐
2𝜔𝜇𝑜𝜇𝑉

) |𝐸𝑜|
2⁡⁡ 

26 

The absorption profile, a(x) = Pa / Pin, would be:   

    
𝑎(𝑥) = −(

2𝜅𝑃𝐶 ⁡𝑘𝑛̃𝑃𝐶
𝜇𝑜𝜇𝑃𝐶

) |(1 + 𝑟𝑉−𝑃𝐶)|
2𝑒

−⁡𝑥 𝜆𝑜𝑝𝑡⁄
⁡⁡ 
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Equation 27 may be alternately written in accord with the well-known L-B relation:  

 
𝑎(𝑥) = 𝐼𝑜𝑒

−⁡𝑥 𝜆𝑜𝑝𝑡⁄
, ⁡⁡𝐼𝑜 =⁡−(

2𝜅𝑃𝐶 ⁡𝑘𝑛̃𝑃𝐶
𝜇𝑜𝜇𝑃𝐶

) |𝐸𝑜(1 + 𝑟𝑉−𝑃𝐶)|
2 
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However, such derivations do not particularly consider back-reflections and 

interactions of the waves in the PC film. For a finite film thickness of h, considering the 

forward and backward waves yields an alternate relation for the electric field, as: 

 𝐸𝑥 =⁡𝐸𝑜𝑒
𝑖𝜔𝑡(𝑐𝑓𝑒

𝑖𝑛̃𝑃𝐶𝑘𝑥 +⁡𝑐𝑏𝑒
−𝑖𝑛̃𝑃𝐶𝑘𝑥) 29 

Here, 𝑐𝑓⁡(= ⁡
(1+𝑟𝑉−𝑃𝐶)

1−𝑟𝑉−𝑃𝐶𝑟𝑃𝐶−𝑆𝑒
2𝑖𝑛̃2𝑘ℎ

)⁡and 𝑐𝑏(= 𝑐𝑓⁡𝑟𝑃𝐶−𝑆𝑒
2𝑖𝑛̃2𝑘ℎ)denote the amplitude of the 

contributions from the forward and backward traveling waves, respectively. Consequently, 

considering the differential power density through the Poynting relationship, etc., we derive a 

modified absorption profile of the form: 

 
𝑎(𝑥) = 𝐼𝑜

𝑓
|𝑒

−⁡𝑥 2𝜆𝑜𝑝𝑡⁄
+⁡𝑟𝑃𝐶−𝑆𝑒

2𝑖𝑛̃𝑃𝐶𝑘ℎ𝑒
⁡𝑥

2𝜆𝑜𝑝𝑡⁄
|
2
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𝐼𝑜
𝑓
=⁡(

(1 + 𝑟𝑉−𝑃𝐶)

1 − 𝑟𝑉−𝑃𝐶𝑟𝑃𝐶−𝑆𝑒2𝑖𝑛̃2𝑘ℎ
)

2

(
−𝑘𝜅𝑃𝐶
2𝜔𝜇𝑜𝜇𝑃𝐶

) 
31 

It can be observed that equation 30 reduces to the form of equation 28 when 𝑛̃2 is 

purely imaginary and 𝑛̃2𝑘ℎ ≫ 1. In this case 𝑐𝑏⁡approaches zero with the implication that the 
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backward traveling wave does not influence the electric field in the PC film. Essentially, this 

is equivalent to assuming an infinitely thick film and it is evident that the L-B relation 

implicitly incorporates such an assumption. As we have previously discussed that PC films 

have thickness of the order of 10-50 nm– due to constraints related to the electromagnetic skin 

depth as well as the electron escape depth (see Table 2 for optical constants related to 

typically used films), we posit that the Lambert-Beer relation is not accurate and instead, 

forms such as equation 30 need to be deployed for assessing the absorption profiles of PC 

films. Consequently, many extant theoretical models of photoemission[4], [12], [14], [16] 

may need to be modified. The second term in equation 30 is most indicative of finite film 

thickness effects, and at a (h/𝜆𝑜𝑝𝑡) ratio close to unity, there would be substantial reflected 

wave amplitude which may influence the a (x), and photoemission.  

Results of interference simulations 

We plot the absorption coefficient: A, computed from incorporating equation 30 in 

equation 20 for various substrates (with varying 𝑟𝑃𝐶−𝑆) in Figure 10(a). Several aspects 

related to such graphs are to be noted, e.g., an A maximum (i) occurs at a specific thickness, 

i.e., at hmax, into the film and not at the surface, as would be expected from the L-B relation, 

(ii) is sensitive to the particular substrate, i.e., Ag: Figure 10(b), W: Figure 10(c), and Al: 

Figure 10(d), on which the PC film is deposited. Specifically, the hmax is ~ 28nm (for Al 

substrate), ~ 20 nm (for Ag and Cu substrates), ~ 18 nm (for Au substrate), and ~ 42 nm (for 

W substrate). Also noted in Figure 10(a) is the A calculated assuming an infinitely thick film, 

i.e., with h = ∞, as the upper limit to the integral in equation 10.  Moreover, PC films of 

similar A have differing a (x) profiles and consequently, the thickness corresponding to the 
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maximum in a (x) is different from hmax. For example, deploying a K2CsSb film on a Ag 

substrate results in a hmax of ~ 20 nm, while a (x) is largest for h ~ 14 nm. Generally, for h < 

hmax, the maximum in a (x) is at the surface while for h > hmax, the maximum is in the film. A 

plausible reason is that the A is enhanced when the forward and the reflected waves are π 

radians out of phase at the vacuum side of the V-PC interface. Changing the substrate (see 

Table 3 for the optical constants of the various metal substrates typically used in 

photoemission studies) influences the specific thickness at which maxima in A and a (x) occur 

due to the variation of 𝑟𝑃𝐶−𝑆. Generally, a high substrate reflectivity would enhance 

interference effects in the PC film and contribute to enhanced absorption. 

 It is pertinent to consider, from Figures 10(b) – (d), that a (x) variation is much more 

involved compared to what would expected from the L-B relation which specifies an 

exponential drop in the absorption from the surface through the film thickness. The latter 

aspect could be rationalized through the neglect of backwards traveling waves. While the a (x) 

magnitude seems to be larger than that estimated from the L-B relation for certain specific 

values of h (typically less than hmax), the overall A is nevertheless smaller due to the smaller 

upper limit of the integral in equation 10. Alternately, for h > hmax, the L-B solution generally 

overestimates a (x).  
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Figure 9: (a) A plot of the absorption coefficient: A, as a function of photocathode film 

thickness (h) for various substrates, i.e., Ag: Figure 10(b), W: Figure 10(c), and Al: Figure 

10(d), on which the photocathode film is deposited. Also noted on Figure 10(a) is the A 

calculated assuming an infinitely thick film, i.e., assuming h = ∞. 

 We will now extend such insights into a (x) variation to the respective influences on 

the QE of photoemission. In a basic model, while the incident photons penetrate the PC film – 

substrate system to an average distance corresponding to the electromagnetic skin-depth 

(~𝜆𝑜𝑝𝑡), only the electrons excited at a depth equivalent to 𝜆𝑒𝑠𝑐⁡are eligible to drift to the PC-

vacuum interface. A larger 𝜆𝑒𝑠𝑐 implies a greater likelihood of the electrons escaping from the 

photocathode and an increased Fe.  However, as previously discussed equation 30 is more 

valid and was applied for assessing the probability (Fe) of a photo-excited electron reaching 

the surface, through: 

 

𝐹𝑒 =⁡∫𝑎(𝑥)𝑒
−⁡𝑥 𝜆𝑒𝑠𝑐

⁄ ⁡𝑑𝑥

ℎ

0

 

32 
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It is then indicated clearly through equation 32 that, for a given a (x), electrons excited closer 

to the surface (smaller x) would have a greater probability of photoemission. The evaluation 

of Fe hinges on the knowing 𝜆𝑒𝑠𝑐, which is not a well-characterized quantity. While more 

accurately known for metals (e.g., the 𝜆𝑒𝑠𝑐 has been reported[7], [9], [61] as ~ 4 nm for Al 

and ~ 5.5 nm for Cu at an incident wavelength of 250 nm), for semiconductor photocathodes, 

the 𝜆𝑒𝑠𝑐 is larger[16], [55] and in the range of 20 nm – 40 nm.  

While this analysis has been used to optimize the cathode QE, it could also be used to 

reduce QE variability, with respect to roughness and thickness.  This is important since 

photocathodes are rarely atomically flat. It is also useful because most cathodes are thin films, 

and thus it is useful to be estimate at what thickness the cathode can reasonably be expected to 

be infinitely thick.  Generally, for 𝜆𝑜𝑝𝑡 <<𝜆𝑒𝑠𝑐, the only requirement is that the wave be 

sufficiently decayed such that any interference effects do not change the A, implying a film 

thickness, h of the order of 5𝜆𝑜𝑝𝑡. When 𝜆𝑜𝑝𝑡 >𝜆𝑒𝑠𝑐, the shape of the a(x) curve matters, but 

only for depths shallow enough that the electrons can actually be emitted.  The relevant 

thickness can be derived through using equation (10) and yields h ~ 5𝜆𝑜𝑝𝑡. 

 In summary, we have proposed that electron emission from photocathode thin films 

could be significantly enhanced – by as much as a factor of three through a comprehensive 

consideration of the influence of film substrates and interference effects in the films.  The 

influence of the finite thickness of the films as well as the complex refractive indices of the 

film and the substrate plays a major role in obtaining such enhancement.  
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